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Interpreting the Statistical Failures of Some Rational Expectations Macroeconomic Models

By Julio J. Rotemberg*

This paper attempts to gauge the economic importance of the statistical rejections of empirical rational expectations models by concentrating on two examples; the first is concerned with aggregate consumption, the second with labor demand.

One of the principal advantages of rational expectations macroeconomic models over previous ones is that the former are subject to meaningful statistical tests. These tests typically check whether aggregate data contain correlations which the model doesn’t predict. In prerational expectations macroeconomic models, it is relatively straightforward to amend the model to take into account the correlations present in the data. This is much harder to do in the context of rational expectations models. In many of these models the estimated parameters are parameters of the objective functions of economic agents. These parameters are estimated by fitting these agents’ reaction functions. When correlations are present that are not predicted by the specific objective function under consideration, it is difficult to know how to parsimoniously change the objective function. So, it’s not too surprising that the first generation of published empirical rational expectations models have been statistically rejected by the data to which they have been applied. These models are extremely simple in many dimensions, so it is undoubtedly too early to predict the demise of the rational expectations research program on the basis of these failures. On the other hand, it is important to discuss whether all we can learn from these empirical efforts is that different (and presumably more complex) models are needed.

Rational expectations models attempt to estimate parameters which are not subject to the critique of Robert Lucas (1976). Such parameters would remain invariant to changes in economic policy. It is often asserted that the parameters describing the objective functions of economic agents fulfill this requirement. This may be problematic insofar as the election of those who change economic policy depends precisely on the objectives of economic agents. It is probably more appropriate to view parameters to be free of the Lucas criticism when they can be used for certain conceptual experiments.

One such conceptual experiment asks what the effect of a typical monetary shock is in the context of an unchanged economic policy regime. For this experiment the entire set of covariances between money and other economic variables may well be free of the Lucas criticism. One can probably safely assume that these covariances aren’t affected by typical shocks.

Another conceptual experiment asks how consumption would respond if preferences were unchanged, but the real interest rate became permanently higher. To answer this question, one would ideally want to know the current utility functions of consumers. Similarly, to discover how much employment would rise if output or the real wage were permanently higher, one would want to know the firm’s cost or profit functions. So researchers have tried and continue to try to obtain the parameters of cost, profit, and utility functions. These efforts have generally not managed to account for all the correlations present in the aggregate data under study. However, insofar as these data all suggest similar long-run responses of consumption to interest rates or of employment to output, they shed light on conceptual experiments of interest. Simple, statistically rejected models can be viewed as reasonable.
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approximations if the data suggest that the parameters of interest lie on a relatively small subset of the parameter space.

In this paper, I focus only on models of tastes and technology which are estimated by instrumental variables. This estimation technique is ideally suited for the estimation of rational expectations models. These models almost invariably include equations in which current behavior depends on the mathematical expectation of future variables. The residuals created by replacing these expectations with the actual values of future variables thus can be interpreted as forecast errors. Forecast errors must, by definition, be uncorrelated with variables whose value is currently known. Such variables make ideal instruments.

Suppose there are m instruments, one equation, and k parameters. Lars Hansen (1982) shows that, if the model is correctly specified, consistent estimates are obtained by taking k linear combinations of the m inner products of instruments and residuals, and setting them to zero. These k linear combinations are given by a $k \times m$ weighting matrix. Hansen also provides a test of the model which can be applied when m exceeds k. The failure of this test has various interpretations. First, it means that the instruments are, in fact, correlated with the residuals. Thus these are not just the forecast errors of rational agents. Either the agents don’t forecast rationally, or, more appealingly, the model is incorrectly specified. This misspecification, in turn, can be of two types. First, the model might simply be wrong. The true utility function or production function might have a different functional form, or it might depend on additional variables. Second, the equation’s error term may be due in part to randomness of preferences or technology. This component of the error term might be serially correlated as well as being correlated with the instruments. Another interpretation, stressed by Jerry Hausman (1978) for a test, is shown by Whitney Newey (1982) to be often equivalent to Hansen’s in that different instruments lead to different estimates. In my 1983 paper, I show that when the model fails these specification tests, one can obtain arbitrary estimates by varying the weighting matrix. This is particularly damaging because, when the model is misspecified, traditional methods for selecting a weighting matrix cease to be applicable. There is no reason to prefer two-stage least squares over any other weighting matrix. This could be interpreted as saying that if the model is misspecified even slightly so that estimates obtained using different combinations of k instruments are arbitrarily close to each other, the data nonetheless are consistently with any parameter vector. However, my paper also shows that if one is willing to assume that the misspecification has certain untestable properties, some of this bleakness is lifted. In particular, suppose one isn’t willing to assert that the means of the products of instruments and residuals are equal to zero with probability one. Instead, one is willing only to assume that one’s subjective distributions over these means have mean zero. These subjective distributions also have nonzero variances since one isn’t sure the model is correctly specified. Then suppose the subjective covariance of the mean of the product of one instrument and the residuals with the mean of the product of another instrument and the residuals is zero. In other words, knowledge of the misspecification caused by one instrument doesn’t convey information on the misspecification caused by another. This may be a reasonable set of beliefs particularly when the misspecification is due to random variations in preferences or technology. Moreover, in this case the parameters themselves still have economic meaning even though the model is misspecified. One might thus want to obtain the vector of parameter estimates which is, on average, least polluted by the correlation between residuals and instruments. My earlier paper shows that the parameter vector which in some sense minimizes the effect of misspecification is strictly inside the range of the estimates obtained by using all combinations of only k instruments. This parameter vector minimizes the asymptotic covariance matrix of the misspecified estimates around the true parameters. This suggests analysis of this range when the model fails a specification test. This is intuitively appealing since the failure of the model
is due to the fact that different instruments lead to different estimates. One would like to know how different, from an economic point of view, these estimates actually are. If this range is large, then the data are unable to locate even the parameter vector which keeps the effect of misspecification small. Otherwise the region of parameters which could be used for conceptual experiments is small.

It is important to note at the outset that the study of this range presents difficulties in small samples. This is so because, in such samples, different combinations of instruments give rise to different estimates even when the model is correctly specified. In this case, of course, these differences vanish asymptotically. The failure of specification tests asserts that, in some sense, the range of estimates is bigger than it would have been if the model were correct. Moreover, this range doesn't vanish asymptotically for these models. My earlier results concern this asymptotic range, which unfortunately is not just imprecisely estimated, but also probably overstated in small samples.

In this paper I study some of these small sample ranges. I focus on those which obtain for a simple model of consumer preferences. This model is based on the work of Hansen and Kenneth Singleton (1982). Then I analyze some intertemporal cost functions which incorporate the cost of changing employment. These are inspired by John Kenneth (1979). The ranges in both cases are fairly large.

I. Consumption

Per capita consumption is assumed to be given by the consumption of a single infinitely lived individual who maximizes the expected value of an additively separable utility function. This utility function has constant relative risk aversion so the individual maximizes at \( t \):

\[
E_t \sum_{\tau = t}^{\infty} \rho^{\tau-t}(C_{\tau}^{1-\gamma} - 1)/(1 - \gamma)
\]

where \( E_t \) takes expectations conditional on information at time \( t \), \( C_\tau \) is consumption at \( \tau \), \( \rho \) is the discount factor while \( \gamma \) is the index of relative risk aversion. The individual also holds some assets in positive quantities. By giving up one unit of consumption at \( t \), the individual gets \( P_t \) dollars at \( t \). Investing these in the asset, he receives \( P_t(1 + r_t) \) dollars at \( t + 1 \). These are sufficient to purchase \( P_t(1 + r_t)/P_{t+1} \) units of consumption at \( t + 1 \). If the individual maximizes utility, he can't be made better off by holding either more or less of the asset. So

\[
C_t^{1-\gamma} = E_t \rho (P_t(1 + r_t)/P_{t+1}) C_{t+1}^{1-\gamma},
\]

where the left-hand side of (2) is the loss in utility from giving up one unit of consumption at \( t \). Hence:

\[
\rho (C_{t+1}/C_t)^{1-\gamma} P_t(1 + r_t)/P_{t+1} = 1 + \epsilon_{t+1}
\]

where \( \epsilon_{t+1} \) has mean zero conditional on information available at \( t \). Taking logarithms on both sides and approximating \( \ln(1 + \epsilon_{t+1}) \) by the first two terms of the Taylor expansion,

\[
\phi + \ln P_t(1 + r_t)
\]

where \( \phi \) is the logarithm of \( \rho \) plus half of the variance of \( \epsilon_{t+1} \) which is assumed to be constant. Estimates of \( \gamma \) and \( \phi \) can be obtained by instrumental variables applied in equation (4).

I use seasonally adjusted per capita nondurable consumption for \( C_t \), the nondurable consumption deflator for \( P_t \), and experiment with various different returns for \( r_t \). In particular I consider the after-tax return on the S&P 500. This return is constructed by applying different tax rates on dividends and on capital gains as explained in my paper with James Poterba (1983). I also consider the after-tax return on U.S. Treasury bills and on savings accounts. The data are quarterly and extend from the third quarter of 1955 to the first quarter of 1982. The models are first fitted with two-stage least squares using the following seven instruments: a constant, \( \ln(C_t/C_{t-1}) \), \( \ln(C_{t-1}/C_{t-2}) \), \( \ln(Y_{t-1}/Y_{t-2}) \), \( \ln(Y_{t-1}/Y_{t-2}) \), \( \ln(1 + r_{t-1})P_{t-1}/P_t \), and \( \ln(1 + r_{t-2})P_{t-2}/P_t \).
Here \( Y_t \) is per capita disposable income at \( t \). The model is rejected at the 1 percent level when after-tax Treasury bills and after-tax savings accounts are used but only at the 10 percent level with stock returns. Such rejections throw doubt on the usefulness of the parameter estimates.

The main parameter of interest is \( \gamma \). The inverse of \( \gamma \) is the intertemporal elasticity of substitution (i.e., the elasticity of \( C_{t+1} / C_t \) with respect to the return \( (1 + r_t)P_t / P_{t+1} \)). Also a low \( \gamma \) implies relatively little risk aversion, a strong substitution effect, and thus a tendency for savings to rise as the real return rises permanently. To see whether the data are relatively unanimous on \( \gamma \), I fit the 21 exactly identified models which use only two of my seven instruments. When I use the after-tax rate of return on equity, \( \gamma \) ranges from \(-6.42\) to \(6.85\). Negative \( \gamma \)'s imply a convex utility function. Such a utility function is on a priori grounds inconsistent with the data. It implies that the utility-maximizing agent would consume only zero in many periods. So one might be interested only in the positive \( \gamma \)'s. The smallest of these is \(0.56\) when the equity return is used. When I use the return on Treasury bills, positive \( \gamma \)'s range from \(0.14\) to \(12.76\). Finally, when I use the after-tax return on savings accounts, they vary from \(0.13\) to \(8.45\). While these are undoubtedly very large regions, they have one thing in common. Namely, they do not include very high \( \gamma \)'s. These aggregate data point to only moderate risk aversion. This fact may well be useful in dynamic simulations of simple general equilibrium models.

On the other hand, the model itself needs to be changed substantially to even account for the correlations present in the aggregate data. First, more goods must be included in (1). However, simple attempts to include leisure in (1) lead to failure as reported by Gregory Mankiw, myself, and Lawrence Summers (1983). This failure comes from the inability to obtain reasonable parameter estimates. Second, the model must be modified to explain why rate of return dominated assets like money are willingly held. Some progress in this direction is reported in Poterba-Rotemberg. Third, the correlation between consumption and income suggests that some of consumption is carried out by liquidity constrained individuals. Thus modifying the model to take into account some individual heterogeneity appears promising.

II. Labor Demand

A standard view is that it is costly for firms to instantaneously adjust the factors that they hire. In the absence of these costs of adjustment they would hire \( N_t^* \) employees at \( t \). If they have a different number of employees, their costs are higher. For larger employment, these additional costs are in the form of larger wage bills. For lower employment, the firm must ask its workers to work overtime, thus raising costs and reducing efficiency. On the other hand, changing employment is costly due to the need to pay training and severance pay. Thus a firm may minimize the expected value of total employment related costs which are given by

\[
E_t \sum_{\tau = t}^{\infty} R_{t, \tau} (n_\tau - n_\tau^*)^2 + \beta (n_\tau - n_{\tau-1})^2,
\]

where \( n_\tau \) is the logarithm of \( N_\tau \), while \( R_{t, \tau} \) is the discount factor applied at \( t \) to costs incurred at \( \tau \). For a firm to be minimizing costs, the derivative with respect to \( n_\tau \) in (5) must be zero:

\[
E_t R_{t, t+1} \beta (n_{t+1} - n_t) = 0.
\]

By increasing \( n_t \), the firms induces \( n_t - n_t^* \) costs of being away from \( n_t^* \), incurs \( \beta (n_t - n_{t-1}) \) adjustment costs, but reduces the expected value of future adjustment costs by the \( E_t R_{t, t+1} \beta (n_{t+1} - n_t) \). The sum of these additions to costs must be zero. Equation (6) can be estimated once \( n_t^* \) is specified. Kennan assumes that \( n_t^* \) is proportional to the logarithm of total production \( q_t \). As in Kennan, I apply the model separately to the total manufacturing of durables and nondurables. The industrial production of these sectors provides the measure of \( q_t \). The data on employment and production are seasonally adjusted, and both a linear trend and the
mean of the variables have been removed. I use the after-tax nominal return on equity as the nominal rate of interest by which future costs are discounted. To obtain the real discount factor \( R_{t,t+1} \), I use the wholesale price index of the corresponding sector. So \( R_{t,t+1} \) in nondurables is given by 
\[
P_{t}^{N}/[(1 + r_{t})P_{t-1}^{N}]
\]
where \( P_{t}^{N} \) is the price index for nondurables at \( t \) and \( r_{t} \) is the rate of return on equity. The discount factor for durables is constructed analogously. These considerations allow (6) to be rewritten as a regression equation.

\[
(7) \quad n_{t} - \alpha q_{t} + \beta [(n_{t} - n_{t-1}) - R_{t,t+1}(n_{t+1} - n_{t})] = \epsilon_{t+1},
\]
where \( \epsilon_{t+1} \) has mean zero conditional on information available at \( t \) while \( \alpha \) is the long-run elasticity of employment with respect to production.

I first estimate this equation by two-stage least squares using data from the third quarter of 1954 to the first quarter of 1982. The equation is rejected in both sectors with 99 percent confidence when I use as instruments the detrended values at \( t \) and \( t-1 \) of employment, production, and real hourly earnings in each sector.

I then estimate for each sector the 15 models which use only two of these six instruments. The resulting polyhedron of estimates is quite large. For nondurables, \( \alpha \) ranges from .03 to 6.84 while \( \beta \) ranges from -56.71 to 383.35. Similarly for durables, \( \alpha \) varies between -1.44 and 5.41 while \( \beta \) varies between -48.16 and 249.98. Once again, negative values of \( \alpha \) and \( \beta \) can be dismissed on a priori grounds. Negative \( \alpha \) mean that more detrended output is ideally produced with fewer employees. Negative \( \beta \)s make it optimal to induce large fluctuations in employment from period to period. Such negative values would thus have zero likelihood if the model were completely specified. Even so, the smallest positive \( \beta \)s are 3.88 for durables and 2.21 for nondurables. The smallest positive \( \alpha \) for a set of estimates with positive \( \beta \) is .69 for durables and .72 for nondurables. The long-run elasticity of employment with respect to output varies by a factor of ten starting at about 2/3. Instead \( \beta \), the ratio of marginal costs of adjustment to costs of being away from \( n^{*} \), varies by a factor of 100. To see the significance of this variation it suffices to calculate how long it would take \( n \) to reach 1/2 of the adjustment to its long-run value after a once and for all increase in \( q_{t} \). To make this calculation, I assume \( R_{t,t+1} \) is constant and equal to .99. Then it takes less than two quarters to complete half the adjustment if \( \beta \) is 5. On the other hand, if \( \beta \) is 300, half the adjustment takes over three years. So there is substantial uncertainty surrounding the economic importance of these costs of adjustment.

A more general model would include other inputs such as capital and its costs of adjustment. Then, \( n^{*} \) depends on output, on the costs of various inputs, and on the level of other quasi-fixed factors. Robert Pindyck and I (1983) present such a model and find results which are much more consistent across instrument lists. However, we do not analyze as many lists of instruments as are considered here. Incidentally, we find rather small costs of adjusting labor.

Finally, insofar as the misspecification is due to the presence of taste shocks in (4) or technology shocks in (7), these need to be modeled explicitly to discuss which instruments remain valid.

III. Conclusions

I have shown that for some very simple macroeconomic models, the statistical rejections to which they are subject have economic meaning. The rejections mean that different parts of the data lead to different estimates. The economic meaning of these rejections is that the difference between the various estimates is large. This makes it hard to pin down even the parameter vector which is least affected by misspecification. However, in the case of the consumption model, the data consistently suggest that the parameter of relative risk aversion is fairly small.

It is hoped that along the road towards models which actually account for all the correlations present in aggregate data, some models will be found which are better in the following sense. While these models will fail specification tests, the region of parameters
which different data point to will be small enough to allow us to make some meaningful economic inferences.
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